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ABSTRACT

The longitudinal and survival analyses are useful tools in the exploration of drug trial data. In both cases the challenge is to deal with correlated repeated observations. Here, the joint modelling for longitudinal and survival data has been carried out via Markov chain Monte Carlo (MCMC) method in type 2 diabetes clinical trials to compare different combinations of drugs, viz. Metformin plus Pioglitazone and Gliclazide plus Pioglitazone. Despite the complexity of the model it has been found relatively easier to implement with WinBugs software. The results have been computed and compared with software R. In both types of the analyses it has been found that no estimates of treatment appear to have significant effect on the evolution of the matter of HBA1c, neither on the longitudinal part nor on the survival one. The Bayesian approach has been considered as an extended tool with classical approach for estimation of clinical trial data analysis.
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1. Introduction

The longitudinal and survival analyses are useful tools in exploring the drug trial data. In type diabetes drug trials, the level of HBA1c is a widely used biomarker for diabetes while studying the efficacy of the drugs in patients. In drug effect comparison the level of HBA1c is used to measure over follow-up periods in clinical trials. The repeated measurements of HBA1c on the same patients give the scope to application of longitudinal and survival data analysis. The level of HBA1c is an important indicator for measuring the endogenous glucose over a period of 2-3 months by recommendation of The International Expert Committee.
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Report (2009). HBA1c is the important diagnostic parameter for type 2 diabetes by the report of American Diabetes (2010). The mean HBA1c is a powerful predictive tool to determine the diabetes complications are concluded by Lind et al. (2008) and Stratton et al. (2000). The HBA1c is positively associated with blood sugar level has been concluded by DCCT Study Group, 1995. The Bayesian approach in autoregressive longitudinal data analysis in type 2 diabetes patients of India has been explained by Nath and Bhattacharjee (2011). The Bayesian approach has been found the best choice in model variable selection by Nath and Bhattacharjee (2011). The joint model is associated with sub-models by the longitudinal and survival process measurement model concluded by Henderson et al. (2000). In the last two decades, the field of longitudinal and survival data analysis was enriched through adjusting statistical inferences on longitudinal measurements by Carlin et al. (2000), Celeux et al. (2006), Chen (2006), Schluchter (1992), DeGruttola and Tu (1994), Elashoff and Li (2008), Little (1995), Henderson et al. (2000), Hogan and Laird (1997), and many others.

In this context, the linear or random effect model is found more effective by Tsiatis et al. (1995). Li et al. (2009) proposed the joint model for longitudinal and survival data in the correlated repeated observations. Deslandes et al. (2010) concluded that the proportional cause-specific hazard model is the standard regression model of choice to compare the competing risks. However, the Cox analysis is a widely used method for the cause-specific hazard model. In this work, the joint longitudinal and survival models are applied to compare the updated mean value of HBA1c as the effect of different drug treatment.

2. Objective

The aim of this work is to compare the drug treatment effect with the result of HBA1c value during different visits in type 2 diabetes patients. The longitudinal and survival analysis is applied with prior assumption. The performance of a combined drug therapy, i.e., “Metformin with Pioglitazone” and “Gliclazide with Pioglitazone” is compared in reducing the HBA1c level. The Bayesian approach in the separate and joint modelling procedure is applied and compared to drug treatment effect in type 2 diabetes patients.

3. Methods

The linear model presented by Tsitaes et al. (1995) is

$$R_{1i}(g) = Z_{1i} + Z_{2i}(g)$$

(1)

The parameter $R_{1i}(g)$ can be obtained by $U_{1i}$ and $U_{2i}$, where $(U_{1i}, U_{2i})$ are subject-specific bivariate normal distributions with $\sigma^2_1, \sigma^2_2$ standard deviation. The next term $R_{2i}$ can be segregated to

$$R_{2i}(g) = \lambda_1 Z_{1i} + \lambda_2 Z_{2i} + \lambda_3 (Z_{1i} + Z_{2i}) + Z_{3i},$$

where $Z_{3i} \sim N(0, \sigma^2_3)$ and

$$Z_{1i} + Z_{2i} \sim N(0, \sigma^2_1 + \sigma^2_2)$$

(2)
where $\lambda_1$ can be taken as a coefficient.

The sequence of the response variables $Y_{i1}, Y_{i2}, \ldots, Y_{in}$ at times $g_{i1}, g_{i2}, \ldots, g_{ni}$ can be obtained from

$$Y_{ij} = \mu_i(g_{ij})$$  \hspace{1cm} (3)

where $\mu_i$ is the link function for $g_{ij} \sim N(0, \sigma^2)$ which is a sequence of mutually independent measurement errors. It has also been assumed that $\mu_i(g) = x_{1i}(g)' \beta$, in which the vectors $x_{1i}(g)$ and $\beta$ give the time-varying explanatory variable and their corresponding regression coefficient.

In the case of survival modelling for the time $t$, the semi-parametric multiplicative model is extended into

$$\tau_i(g) = \tau_0(g) \alpha_0(g) \exp\{x_{2i}(g)' \beta + R_{2i}(g)\},$$  \hspace{1cm} (4)

where $\alpha_0(g)$ is unspecified and $X$ for the covariate information. The term $R_{2i}$ is useful as a latent process. The parameter $\tau_0(g)$ is the baseline hazard function.

### 3.1. Longitudinal data models

To deal with longitudinal data with continuous outcome the widely used method is the linear mixed effects model. The linear mixed effect longitudinal models have had a long history in biostatistical theory and practice since the first published paper of Laird and Ware (1982). If $Y_{i1}, Y_{i2}, \ldots, Y_{ini}$ is $i^{th}$ subject observations for the $g_{i1}, g_{i2}, \ldots, g_{ini}$ times then the model can be formulated to

$$Y_{ij} = \mu_i(g_{ij}) + R_{1i}(g_{ij}) + \varepsilon_{ij}$$ \hspace{1cm} (5)

where $\mu_i(g_{ij}) = x_{1i}(g)' \beta_1$ is the mean response, $R_{1i}(g_{ij}) = d_{1i}(g_{ij}) Z_i$ is applied to explain the subject-specific random effects, and $\varepsilon_{ij} \sim N(0, \sigma^2_{\varepsilon})$ is for random error. The terms $R_{1i}(g)$ is applied for subject specific HBA1c observations. The time-varying covariates are explained by the vectors $x_{1i}(g)$ and $\beta_1$. The term $U_i$ is used to represent the random factor of the covariates $d_{1i}(s)$ (as compartment of $x_{1i}(g)$) and assumed distributed as $N(0, \Sigma)$.

### 3.2. Survival data models

The semi-parametric survival model is becoming an attractive tool for the survival analysis. However, the parametric model is more attractive due its simplicity in the survival analysis. The widely applied statistical methods for the survival analysis are Weibull and Cox proportional hazard models.

In the case of the parametric model the $i^{th}$ subject is assumed to follow the Weibull distribution by $g_i \sim$ Weibull $(r, r_i(g))$.

$$\log(r_i(g)) = x_{2i}(g)' \beta_2 + R_{2i}(g),$$ \hspace{1cm} (6)

where $x_{2i}(g)$ and $\beta_2$ are the covariates of interest and corresponding regression coefficients. The object $R_{2i}(g)$ is applied for the subject specific covariate and intercepts.
However, the event history can be formulated for time $g$ by

$$\tau_i(g) = \tau_0(g)t^{-1}r_i(g) = \tau_0(g)t^{-1}\exp(x_{2i}(g)\beta_2 + R_{2i}(g)), \quad (7)$$

Guo et al. (2004) applied the semi-parametric proportional hazard model in clinical trial by

$$\tau_i(g) = \tau_0(g)\exp(x_{2i}(g)\beta_2 + R_{2i}(g)), \quad (8)$$

where $\tau_0(g)$ is used for the baseline hazard function. The fundamental properties of the model were discussed by Cox and Oakes (1984).

### 3.3. Joint model

The joint model has been linked to sub-models by the measurement model for the longitudinal process and the intensity model for the survival process. The connection between longitudinal and survival analysis can be established by stochastic dependence between $R_{1i}$ and $R_{2i}$. Henderson et al. (2000) discussed the joint modelling via latent zero-mean bivariate. The joint model can be classified into two linked sub-models, (i) the measurement model for the longitudinal process and (ii) the intensity model for the survival process. The joint model becomes applicable to the sub-model.

The joint model in equations (3) and (4) can be formed by

$$R_{1i}(g) = Z_{1i} + Z_{2i}(g), \quad (9)$$

and

$$R_{2i}(g) = \lambda_1 Z_{1i} + \lambda_2 Z_{2i} + \lambda_3 (Z_{1i} + Z_{2i}(g)) + Z_{3i} \quad (10)$$

Equation (3) used the random intercept model as a link function to the longitudinal data.

In equation (9) $(Z_{1i}, Z_{2i})^T$ follows the bivariate normal distribution with $N(0, \Sigma)$, $Z_{3i}$ is independent and assumed to follow $N(0, \sigma^2)$. The parameters $\lambda_1, \lambda_2, \text{and } \lambda_3$ in the survival model (9) measure the association between the two sub-model indicated by the random intercept, slopes and fitted longitudinal value at the even time $R_{1i}(g)$.

The dependence between $R_{1i}$ and $R_{2i}$ is useful to describe the relation between longitudinal and survival processes.

The longitudinal model (3) is basically the random effect model introduced by Laird and Ware (1982). In equation (6), the parameters $\lambda_1, \lambda_2, \text{and } \lambda_3$ are functional to describe the association between two sub-models through random intercepts, via event $R_{1i}(g)$ at time $t$. It is assumed that the latent variables $(Z_{1i}, Z_{2i})^T$ have bivariate Normal distribution $N(0, \Sigma)$. More specially, $Z_{3i}$ is assumed with $N(0, \sigma^2)$. The term $U_{3i}$ is assumed to be not dependent on $(Z_{1i}, Z_{2i})^T$. 
4. Analysis of Metformin with Pioglitazone or Gliclazide with Pioglitazone data

4.1. Sources of data

The data set obtained as a secondary source has been taken from the clinical trial conducted in 2008. The patients are taken from the randomized, double blind and a parallel group study conducted in Menakshi Mission Hospital, Tamil Nadu. A total of 65 patients has been selected to participate in the study, 32 in (1) A combination of Metformin with pioglitazone, and 33 in the group of (2) A combination of Pioglitazone with Gliclazide.

4.2. Description of data set

The drug effectiveness is compared through longitudinal and survival data.

Table 1. Description of HBA1c according to different treatment groups and visits

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Visits</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>SD</th>
<th>Missing observation</th>
<th>Available number of observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metformin with pioglitazone</td>
<td>HBA1c 1st</td>
<td>7.0</td>
<td>12.6</td>
<td>9.52</td>
<td>0.23</td>
<td>0</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>HBA1c 2nd</td>
<td>6.8</td>
<td>11.7</td>
<td>8.31</td>
<td>0.35</td>
<td>4</td>
<td>28</td>
</tr>
<tr>
<td></td>
<td>HBA1c 3rd</td>
<td>6.3</td>
<td>10.8</td>
<td>7.52</td>
<td>0.29</td>
<td>10</td>
<td>22</td>
</tr>
<tr>
<td>Gliclazide with pioglitazone</td>
<td>HBA1c 1st</td>
<td>6.8</td>
<td>12.9</td>
<td>9.51</td>
<td>0.28</td>
<td>0</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>HBA1c 2nd</td>
<td>6.7</td>
<td>11.9</td>
<td>8.62</td>
<td>0.33</td>
<td>4</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td>HBA1c 3rd</td>
<td>6.3</td>
<td>11</td>
<td>8.03</td>
<td>0.30</td>
<td>13</td>
<td>20</td>
</tr>
</tbody>
</table>

Figure 1. Estimated sex wise posterior density of the patient from joint analysis
In this trial, \( n = 65 \), type 2 diabetes who met the entry conditions were included and randomly allocated to receive either Metformin with Pioglitazone or Gliclazide with Pioglitazone.

The HBA1c levels have been recorded at the study entry, 3and 12 month visits. The death of the subject has also been recorded. However, it is to be noted that the reason of death cannot be specify due to the drug effect. The recorded sample sizes for the drug group (Metformin plus Pioglitazone) in three visits are (32, 28 and 22) and (33, 29 and 20) for the (Pioglitazone plus Gliclazide) group. The estimated posterior density observed adjusted through male and females are given in Figure1. The data is highly affected by drop-out and missing data over time due to the occurrence of death. The Kaplan-Meier curve has been used to show the comparative figure of death between the two drug groups over the follow-up visits. It shows that the survival rate among both groups were same up to the initial 100 days after the randomization. Afterwards, survival in the Pioglitazone with Gliclazide group has been found to be better than Metformin with Pioglitazone group. The level of HBA1c is represented through \( Y_{ij} \) for \( i^{th} \) observations of the \( j^{th} \) individual. The considered dichotomous covariates are Sex (female=0, male=1), value of ECO and ECG (Normal level=0, otherwise 1), and Drug (Pioglitazone with Gliclazide=0 and Metformin with Pioglitazone = 1). The covariates value levelled with “0” is considered as reference value in the analysis.

The objective of the study is to observe the effect of the drug on HBA1c and survival time in type 2 diabetes individuals.

5. Analysis

The analyses for the longitudinal and survival data in type 2 diabetes trial are compared with the Bayesian approach. The linear random effects model for HBA1c is specified as

\[
Y_{ij} = \beta_{11} + \beta_{12} \cdot \text{Drug}_i + \beta_{14} \cdot \text{Sex}_i + \beta_{15} \cdot \text{ECO}_i + \beta_{16} \cdot \text{ECG}_i + R_{1i}(g_{ij}) + \epsilon_{ij} \tag{11}
\]

where \( R_{1i}(g_{ij}) = Z_{1i} + Z_{2i}g_{ij} \). The term \( R_{1i}(g_{ij}) \) is induced as a random factor for the intercept and slopes over the duration of study, where the \( Z_i = (Z_{1i}, Z_{2i})^T \sim N(0, \Sigma) \). It gives the scope to assume that different individuals have different observations before as well during the study of HBA1c.

The estimated regression coefficients have been obtained by R programming. In the case of longitudinal analysis, the rlm (http://cran.r-project.org/web/packages/) function has been applied in R, whereas in the case of survival analysis surv(http://cran.r-project.org/web/packages/) function has been used in survival library. The summarized results are given in the Table 2. As a results the estimated average mean for the Metformin with Pioglitazone is obtained with -0.42 with 95% confidence interval of (-0.67, 0.17), proposing significant increment of HBA1c in the Metformin with Pioglitazone group as compared to Pioglitazone with Gliclazide group.
The comparative changes of HBA1c level are provided in the Figure 3. The estimated regression coefficient value for ECO with 95% confidence interval is observed with 0.23 (-0.01, 0.47). Hence, a patient who has randomized with Drug 1 is found to be more effective to reduce the level of HBA1c in comparison with Drug 0. Other variables ECG and sex are observed with insignificant contribution. Similarly, ECG and ECO are found statistically not significant in survival analysis.

**Table 2.** Classical analysis for type 2 diabetes drug treatment effect data

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Point estimate</th>
<th>95% Confidence Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Longitudinal Data Analysis</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Linear Mixed Effect Model)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>9.58</td>
<td>(9.32, 9.06)</td>
</tr>
<tr>
<td>SEX(reference=female)</td>
<td>-0.29</td>
<td>(-0.39, -0.19)</td>
</tr>
<tr>
<td>ECO(reference=Normal)</td>
<td>0.23</td>
<td>(-0.01, 0.47)</td>
</tr>
<tr>
<td>ECG(reference=Normal)</td>
<td>0.12</td>
<td>(-0.13, 0.37)</td>
</tr>
<tr>
<td>DRUG(reference=Pioglitazone with Gliclazide)</td>
<td>-0.42</td>
<td>(-0.67, 0.17)</td>
</tr>
<tr>
<td>DRUGXTIME</td>
<td>-0.18</td>
<td>(-0.42, 0.06)</td>
</tr>
<tr>
<td><strong>Survival Analysis</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>9.55</td>
<td></td>
</tr>
<tr>
<td>SEX</td>
<td>-0.12</td>
<td>(9.12, 9.98)</td>
</tr>
<tr>
<td>ECO</td>
<td>0.14</td>
<td>(-0.22, -0.03)</td>
</tr>
<tr>
<td>ECG</td>
<td>-0.18</td>
<td>(-0.04, 0.33)</td>
</tr>
<tr>
<td>DRUG</td>
<td>-0.33</td>
<td>(-0.45, 0.09)</td>
</tr>
<tr>
<td>DRUGXTIME</td>
<td>-0.11</td>
<td>(-0.74, -0.08)</td>
</tr>
</tbody>
</table>

**Figure 2.** Kaplan-Meier Curve for the drug effect comparison in the type 2 diabetes patients.
Figure 3. The comparative changes of HBA1c level throughout the study period in drug treatment group.

Henderson et al. (2000) proposed to use the Bayesian approach to fit the joint longitudinal model. The Bayesian approach with the vague prior (Uniform (-1,1)) has been applied and compared with the classical approach. The vague prior has been used to make the possible comparison between the classical approach and the Bayesian approach in WINBUGS. The hyperparameter has been chosen for the minimum impact on the relative data. In the longitudinal sub-model, the multivariate normal and inverse gamma priors have been assumed for the main effect $\beta_1$ and the error variance $\sigma^2_\epsilon$, respectively. In the same way the multivariate normal and inverse gamma priors have been assumed for the effects $\beta_2$ and $\sigma^2_\epsilon$ in the survival sub-model. The vectors $\beta_1$ and $\beta_2$ have been expressed by $\beta_1 = (\beta_{11}, \beta_{12}, \beta_{13}, \beta_{14}, \beta_{15}, \beta_{16})^T$ and $\beta_2 = (\beta_{21}, \beta_{22}, \beta_{23}, \beta_{24}, \beta_{25})^T$. The parameters $\gamma_1$ and $\gamma_2$ have been assumed to follow the normal distribution. Priors are selected to reflect the appearance of likelihood.

6. Model selection

The models under consideration are:

Model 1:- \[ Y_{ij} = \mu_i(g_{ij}) + R_{1i}(g_{ij}) + \epsilon_{ij} \]

Model 2- \[ \tau_i(g) = t^{r-1} \mu_i(g) = t^{r-1} \exp(x^T_{2i}(g) \beta_2 + R_2(g)) \]

Model 3:- \[ Y_{ij} = \mu_i(g_{ij}) + (Z_{1i} + Z_{2i}(g))(g_{ij}) + \epsilon_{ij} \]
Model 4: \( \tau_i(g) = rt^{r-1} \mu_i(g) = rt^{r-1} \exp(x^T_{2i}(g) \beta_2 + (\lambda_1 U_{1i} + \lambda_2 Z_{2i} + \lambda_3(Z_{1i} + Z_{2i})) + Z_{3i}) \)

The comparison between different models is an important issue in the statistical inference. In the case of the Bayesian approach, the widely applied tools are AIC, DIC, BIC and Bayes factor for model comparison. In this work, we have used the DIC. Our priors are selected to make less influence on the likelihood. The model selection can be performed through AIC, BIC, Bayes factor and DIC. Like other selection methods, DIC also gives the model summary to single parameters, through a specific Bayesian inference. Let \( \theta \) and \( y \) be the parameters of interest and the response variable is defined as

\[
p_D = E_{\theta/y}[D(\theta)] - D(E_{\theta/y}[\theta]) = \bar{D} - D(\bar{\theta}) \tag{12}\]

The notation \( D(\theta) \) is the deviance function and \( D(\theta) = -2 \log f(y/\theta) + 2 \log g(y) \), where \( f(y/\theta) \) is the likelihood function and \( g(y) \) is the standard function of the data. Further, \( D(\theta) \) can be formed through \( D(\theta) \approx D(\bar{\theta}) + \chi^2_p \). It is formulated through Bayesian Central limit Theorem and details are available in Carlin and Louis (2000). The model selection is obtained through

\[
DIC = \bar{D} + p_D \tag{13}\]

Here, \( p_D \) is the number of parameters. The posterior expectation of equation (12) is \( \bar{D} = E_{\theta/y}[D(\theta)] \), small value of \( p_D \) and corresponding minimum value of the DIC gives maximum effective model. The details about the DIC can be seen in the highly cited papers of Spiegelhalter et al. (2002). In WINBUG the parameters are obtained through MCMC technique. There are several versions of DIC available for model selection in recent articles, namely Celeux et al. (2006) and Chen (2006).

The Table 3 gives the DIC values for different models of drug trial comparison data in type 2 diabetes patients. The results are obtained by the two parallel chains of MCMC sampling through 10,000 iterations. We start with simple model of equation (1). As an extension, the term \( R_{1i} \) has been added in the equation (1) and in both cases the DIC values have been obtained. The DIC value for the Model (1) is 2345 and for the Model (2) is 2356. In the case of survival analysis, the DIC values for the Model (3) and the Model (4) are found to be 2424 and 2452, respectively. The minimum DIC value of the specific model can be considered as the best fitted model. The details about DIC can be cited with Spiegelhalter et al. (2002). Here, the minimum DIC value for the Model 1 has been found. So, it can be concluded that the Model 1 is the best.

7. Comparison of separate and joint models

The Table 2 gives the point estimates of regression coefficients for covariate of interest by the linear mixed effect model. The linear mixed effect model has
been computed with respect to sex (female=0), Drug (Metformin with Pioglitazone=1). The regression coefficient -0.29 in the case of sex showed that the male type 2 diabetes patients are reduced to lower amount of HBA1c in comparison to the female ones. The Table 3 gives the Highest Posterior Density (HPD) interval for the covariates in different models. The results for the longitudinal model have been obtained from the model in equation (5). The term $R_1(g_{ij})$ is applied as an extension of the joint model to the separate longitudinal model. The term $R_1(g_{ij})$ has also been separated to $Z_{1i}, Z_{2i}$ by equation (9). The 95% credible intervals for the survival model have been obtained from the equation (3) and equation (5) for the survival model, where $R_2(g)$ is used as an extension over the separate model. The performances of both models are found similar. The regression coefficient 0.01 obtained through longitudinal sub-model with separate analysis confirmed that the male type 2 diabetes patients are reduced to higher amount of HBA1c in comparison to the female ones. On the other hand, in the case of sex regression coefficients, the longitudinal sub-model in joint analysis, survival sub-model with separate analysis and joint analysis follow the same pattern as observed in separate analysis in the longitudinal sub-model. The covariates of interest, ECG and time, are observed with considerable extension, while only ECG is found significant in the case of the survival sub-model. The regression coefficients from the classical approach are observed with 0.12(-0.13, 0.37) and 0.23(-0.01,0.47) for ECG and ECO, respectively. In the case of joint modelling applied through the Bayesian approach the posterior means of the regression coefficients are obtained with 0.03(-0.35, 0.39) and -0.02(-0.45, 0.42) for ECG and ECO, respectively.

**Table 3.** Posterior estimates of the parameters observed through different models

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Separate analysis</th>
<th>Joint analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Posterior mean</td>
<td>DIC</td>
</tr>
<tr>
<td>Intercept($\beta_{11}$)</td>
<td>8.70</td>
<td>2345</td>
</tr>
<tr>
<td>Time($\beta_{11}$)</td>
<td>-0.17</td>
<td></td>
</tr>
<tr>
<td>Time*Drug($\beta_{12}$)</td>
<td>0.19</td>
<td></td>
</tr>
<tr>
<td>Sex($\beta_{13}$)</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>ECG ($\beta_{14}$)</td>
<td>-0.02</td>
<td></td>
</tr>
<tr>
<td>ECO ($\beta_{15}$)</td>
<td>-0.01</td>
<td></td>
</tr>
<tr>
<td>$\Sigma_{11}$</td>
<td>1.97</td>
<td></td>
</tr>
<tr>
<td>$\Sigma_{22}$</td>
<td>0.98</td>
<td></td>
</tr>
<tr>
<td>$\rho$</td>
<td>-0.12</td>
<td></td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>Intercept($\beta_{21}$)</td>
<td>-15.31</td>
<td>2424</td>
</tr>
<tr>
<td>Drug($\beta_{22}$)</td>
<td>-0.47</td>
<td></td>
</tr>
<tr>
<td>Sex($\beta_{23}$)</td>
<td>2.81</td>
<td></td>
</tr>
<tr>
<td>ECG ($\beta_{24}$)</td>
<td>0.00</td>
<td></td>
</tr>
</tbody>
</table>
The separate analysis in longitudinal setup reveals the regression coefficients with -0.02(-0.41, 0.46) and -0.01(-0.48, 0.45) for ECG and ECO. The separated and joint survival analysis is computed with regression coefficients by 0.00(-2.49, 2.99), 0.01(-2.53, 3.01) for ECG and 0.19(-2.72, 2.51), -0.17 (-2.12, 2.15) for ECO, respectively. It is concluded that the regression coefficients obtained through classical approach for ECG are higher in joint and separate approach in longitudinal setup and further followed by survival setup through prior assumption. The same pattern is obtained in the case of ECO. The highest value of the regression coefficient is found with frequency approach. In both types of analysis it is found that no estimates of the treatment appear to have significant effect on the evolution of the matter HBA1c either on the longitudinal part or on the survival. The rate reduction of HBA1c over the follow-up period is found higher in the Metformin with Pioglitazone group.

8. Discussion

In this paper, the Bayesian approach with the longitudinal and survival analysis is applied in the type 2 diabetes drug comparison. This type of the model is important in clinical trial. The models are also useful with other biochemical parameters. It is important to investigate how the biomarker of interest changes over time and its correlation with the treatment under study to better explore the therapeutic effect as pointed by Deslandes and Chevret (2010). The results are obtained through the freely available software and compared with R and WINBUGS. Due to intention-to-treat and other logistical reasons, the whole data set has not been provided to the authors for analysis. The work is carried out only on fully observed but partially data set. Therefore, the whole information about mortality of the patients could not be provided. The aim of this paper is to compare two effects of drug treatment through HBA1c level among type 2 diabetes. Nathan et al. (2009), Holman et al. (2007), Holman et al. (2009) and Meneghini et al. (2007) recommended the level of HBA1c as thresholds for starting insulin. Kilpatrick et al. (2008) discussed broadly the limitation of HBA1c for the screening test. Ginde et al. (2008) and Anand et al. (2003) examined the variation of HBA1c with different demographic characters in the US population. Mirzazadeh et al. (2009) found that the HBA1c can be affected by age distribution. Zahra et al. (2010) concluded that the low HBA1c is a strong evidence to rule out diabetes. However, we acknowledge the deficiency in not including the glucose tolerance test in this work. In addition, as another limitation
in this study, we have not used the lifestyle parameters of the type 2 diabetes patients since some patients cannot be followed or died due to other reason. The analysis becomes complicated due to the presence of dropouts in the data. Thus, the analysis of such type of data by separate analysis may generate biased and inappropriate results whereas the application of joint analysis is useful to deal with dropout observations. Recently, Chi (2006), Williamson et al. (2008) and Li et al. (2009) discussed joint modelling in the longitudinal and survival data analysis. Actually, Guo (2004) has motivated our work to apply the Bayesian approach in longitudinal data analysis to obtain the posterior inference for any parameter. Thus, we have developed a fully Bayesian approach, implemented via MCMC in WINBUGS software. Recently, such a Bayesian approach for joint longitudinal and survival analysis has also been implemented by Li et al. (2009). This work illustrates how the joint model strategy may affect the results. Here, the joint analysis is found inferior in comparison with the separate analysis. It may be due to the presence of other complicated issues in the data set. Lind et al. (2008) concluded that the latent mixed effect is appropriate in the hazard model. In this work, it is found by joint longitudinal and separate analysis that Metformin plus Pioglitazone is equally effective to reduce the HBA1c level as compared to Gliclazide plus Pioglitazone.

9. Conclusions

Here, the HBA1c observations by longitudinal and survival analysis tools are compared with type 2 diabetes patients. The results confirm that the joint modelling approach is a useful tool for longitudinal data analysis, survival analysis and, consequently, for the actual application to the drug effect comparison in clinical trials. The Markov Chain Monte Carlo method is employed to effectively estimate HBA1c values for different visits in type 2 diabetes patients. The applied models can be useful in different fields like oncology, endocrinology and other specific drug research. It is confirmed that the combination of Metformin plus Pioglitazone is equally beneficial to reduce HBA1c level, hence the risk of type 2 diabetes. The Bayesian approach is considered as extending over the Frequency approach on longitudinal and survival data analysis.
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